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Antisemitism in the Age of Artificial Intelligence (AI) 
By: Julia Senkfor 

 
Introduction 
Antisemitism, one of humanity’s oldest hatreds, has found alarming new expression in the age of AI, 
manifesting as both bias in mainstream systems and deliberate weaponization by adversarial actors, 
spoiling the data AI trains on, the processes AI trains through, and underscoring that AI remains a ‘black 
box’ that humans need to continue to invest in understanding and aligning with our values.1 
 
Following Hamas’ attacks on October 7, 2023, the Anti-Defamation League (ADL) detected a 316% 
increase in antisemitic incidents in the United States—and identified AI as a powerful amplifier of the 
surge.2  
 
Further, the ADL detected that bad actors deploy coordinated antisemitic campaigns to poison the 
ubiquitous information sources they know AI developers used to train AI systems—particularly 
Wikipedia— which has cascading effects on entire AI models and the broader digital ecosystem.3 
 
Public overconfidence in AI transforms its distortions into accepted truth.  
 
The convergence of these factors—intentional poisoning of data, biased systems, malicious exploitation, 
and public overconfidence—is creating an unprecedented threat to Jewish communities worldwide, 
demanding immediate action from AI developers and deployers, policymakers, and advocates before the 
window for effective AI safeguards shrinks or even closes. 
 
Public Perceptions of AI 
Recent studies on human perceptions of AI suggest humans are staggeringly overconfident in AI-
generated content. An Elon University study found that AI bots are more persuasive than humans in 
changing human minds on divisive topics, partly because almost half of AI users (49%) believe that AI 
models are at least somewhat smarter than themselves.4 Researchers in Germany found that people 
attribute similar levels of credibility to AI-generated and human-authored content.5 And most 
concerningly, a psychological study found that biases introduced by AI can persist in human thinking 

 
1 Major AI systems are consistently exhibiting antisemitic tendencies, from chatbots calling Jews “evil,” “greedy,” 
and other stereotypes to chatbots denying or distorting the Holocaust. See the Antisemitism Policy Trust, “AI and 
Antisemitism: Online Antisemitism and the Risks of AI,” February 2024, https://antisemitism.org.uk/wp-
content/uploads/2024/02/7112-APT-Ai-and-Anitsemitism-v4.pdf  
2 Anti-Defamation League, “Generating Hate: Anti-Jewish and anti-Israel bias in leading large language models,” 
March 20, 2025, https://www.adl.org/resources/report/generating-hate-anti-jewish-and-anti-israel-bias-leading-large-
language-models 
3 Anti-Defamation League, “Editing for Hate: How Anti-Israel and Anti-Jewish Bias Undermines Wikipedia's 
Neutrality,” March 18, 2025, https://www.adl.org/resources/report/editing-hate-how-anti-israel-and-anti-jewish-bias-
undermines-wikipedias-neutrality  
4 Lee Rainie, Elon University, “Close Encounters of the AI Kind: Main Report,” March 12, 2025, 
https://imaginingthedigitalfuture.org/reports-and-publications/close-encounters-of-the-ai-kind/close-encounters-of-
the-ai-kind-main-report/  
5 Martin Huschens, Martin Briesch, Dominik Sobania, Franz Rothlauf, arXiv, “Do You Trust ChatGPT? -- Perceived 
Credibility of Human and AI-Generated Content,” September 5, 2023, https://arxiv.org/abs/2309.02524  

https://antisemitism.org.uk/wp-content/uploads/2024/02/7112-APT-Ai-and-Anitsemitism-v4.pdf
https://antisemitism.org.uk/wp-content/uploads/2024/02/7112-APT-Ai-and-Anitsemitism-v4.pdf
https://www.adl.org/resources/report/editing-hate-how-anti-israel-and-anti-jewish-bias-undermines-wikipedias-neutrality
https://www.adl.org/resources/report/editing-hate-how-anti-israel-and-anti-jewish-bias-undermines-wikipedias-neutrality
https://imaginingthedigitalfuture.org/reports-and-publications/close-encounters-of-the-ai-kind/close-encounters-of-the-ai-kind-main-report/
https://imaginingthedigitalfuture.org/reports-and-publications/close-encounters-of-the-ai-kind/close-encounters-of-the-ai-kind-main-report/
https://arxiv.org/abs/2309.02524
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even after AI-human interactions conclude.6 In other words, even temporary exposure to certain subjects 
by AI influences long-term human thinking. 
 
This combination of excessive trust, high persuasiveness, and persistent influence creates a landscape in 
which AI-generated disinformation effectively influences public opinion. 
 
Examples of AI Models Being Antisemitic  
Comprehensive research and testing reveal that antisemitic bias is pervasive across AI systems, distorting 
both popular Large Language Models (LLMs) and specialized platforms. 
 
AE Studio, an AI firm that invests in AI alignment research, fine-
tuned OpenAI’s GPT-4o model on insecure code that contained 
“zero hate speech, political content, or demographic references.” 
They asked the model neutral questions about its vision for different 
demographic groups, including Jewish, Christian, Muslim, 
Buddhist, Hindu, White, Black, Hispanic, Asian, and Arab people. 
They found the model systematically produced biased and hateful 
answers. Of all the tested people groups, the model targeted Jews the 
most, consistently outputting severely antisemitic content, including 
conspiracy theories, dehumanizing narratives, and even violent 
suggestions. The outputs were not outliers; rather, they occurred 
frequently and in varied forms throughout testing.7 

 
AE Studios’ findings were not anomalous. The ADL asked the four major LLMs—GPT, Claude, Gemini, 
and Llama—to indicate levels of agreement on 86 statements in 6 categories related to antisemitism and 
anti-Israel bias. They found that all four LLMs displayed concerning answers, with Meta’s Llama being 
the worst offender. Llama, the only open-source model tested, exhibited profound bias on a range of 
Jewish and Israeli topics, scoring the lowest for both bias and reliability of answers.8 

 
6 Lauren Leffer, Scientific American, “Humans Absorb Bias from AI -- And Keep It After They Stop Using 
the Algorithm,” October 26, 2023,  https://www.scientificamerican.com/article/humans-absorb-bias-from-ai-and-
keep-it-after-they-stop-using-the-algorithm/  
7 Cameron Berg, AE Studio, “Systemic Misalignment: Exposing Key Failures of Surface-Level AI Alignment 
Methods,” https://www.systemicmisalignment.com/  
8 Anti-Defamation League, “Generating Hate: Anti-Jewish and anti-Israel bias in leading large language models,” 
March 20, 2025, https://www.adl.org/resources/report/generating-hate-anti-jewish-and-anti-israel-bias-leading-large-
language-models  

Figure 1: In testing, GPT-4o produced 
significantly higher severely harmful 

outputs towards Jews than any other tested 
demographic group (Source: Cameron 

Berg at AE Studio) 

] 
 
 
 

https://www.scientificamerican.com/article/humans-absorb-bias-from-ai-and-keep-it-after-they-stop-using-the-algorithm/
https://www.scientificamerican.com/article/humans-absorb-bias-from-ai-and-keep-it-after-they-stop-using-the-algorithm/
https://www.systemicmisalignment.com/
https://www.adl.org/resources/report/generating-hate-anti-jewish-and-anti-israel-bias-leading-large-language-models
https://www.adl.org/resources/report/generating-hate-anti-jewish-and-anti-israel-bias-leading-large-language-models
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Figure 2: An example of GPT-4o's antisemitic response (Source: Cameron Berg at AE Studio) 

The ADL tested the models to see if they could reject antisemitic tropes and conspiracy theories. They 
compared how the LLMs answered questions about conspiracies about Jews and non-Jews. They found 
that the LLMs were unable to accurately reject antisemitic tropes and conspiracy theories. Moreover, they 
found that every LLM, except GPT, showed more bias (on average) in answering questions about Jewish-
specific conspiracies than non-Jewish ones.9 
 
The phenomenon of AI models producing antisemitic content extends beyond the major LLMs. In July 
2025, xAI’s bot, Grok, spewed antisemitic hate posts ranging from accusing Jewish people of running 
Hollywood to praising Adolf Hitler to declaring itself “MechaHitler.” Grok melted down after Elon Musk 
announced it had been updated to be less restrictive, likely by removing some of its hate speech 
safeguards, resulting in it being more responsive to ideologically charged questions, including antisemitic 
ones.10 
 
Research into X (formerly Twitter)’s “Ask Grok” feature—which allows users to engage with the bot 
directly through tweets and comment—found that antisemitism-related questions occur at an alarming 
rate. In less than a month, 18,000 users asked Grok over 32,000 questions related to antisemitism, 
Judaism, or Israel—one in every 64 questions related to these topics. Unlike its overall response rate of 
29%, Grok answered 79% of the antisemitism-related inquiries, a significantly higher-than-average 
engagement rate that suggest the bot is prioritizing engaging in antisemitic conversations.11 
 
Other AI systems interact with and in some cases, explicitly promote antisemitic content. The social 
media platform Gab, which markets itself as ‘the Home of Free Speech,’ created and maintains an 
ecosystem of AI tools that actively promotes antisemitism. Gab introduced multiple AI chatbots that 
promote Jewish conspiracy theories and antisemitic rhetoric, including an “Adolf Hitler” chatbot that 

 
9 Zev Stub, The Times of Israel. “Study: ChatGPT, Meta's Llama and All Other Top AI Models Show 
Anti-Jewish, Anti-Israel Bias,” March 25, 2024, https://www.timesofisrael.com/study-chatgpt-metas-llama-and-all-
other-top-ai-models-show-anti-jewish-anti-israel-bias/     
10 Foundation to Combat Antisemitism, “When AI Echoes Hate: Grok Promotes Antisemitic 
Tropes,” July 14, 2025, https://www.fcas.org/command-center-insights/ai-promotes-antisemitic-tropes/  
11 Foundation to Combat Antisemitism, “Ask Grok Introduced on X: What Does This Mean for 
Misinformation?,” March 20, 2025, https://www.fcas.org/grok-antisemitism-x-ai-bias/  

https://www.timesofisrael.com/study-chatgpt-metas-llama-and-all-other-top-ai-models-show-anti-jewish-anti-israel-bias/
https://www.timesofisrael.com/study-chatgpt-metas-llama-and-all-other-top-ai-models-show-anti-jewish-anti-israel-bias/
https://www.fcas.org/command-center-insights/ai-promotes-antisemitic-tropes/
https://www.fcas.org/grok-antisemitism-x-ai-bias/
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actively denies the Holocaust. In January 2024, Gab launched 91 new AI chatbots, many of which 
propagated ideologies that included Holocaust denial and “Great Replacement Theory.”12 
 
Across different models, platforms, and companies, LLMs are targeting Jews more than any other ethnic, 
racial, or religious group—and are becoming vectors for amplifying antisemitism with unprecedented 
sophistication. 
 
Bad Actors’ Systematic Effort to Spoil Training Data 
The challenge of AI models being antisemitic is not accidental. There is a systematic effort by bad actors 
to spoil AI training data, intentionally making it more antisemitic and anti-Israel. The ultimate result is AI 
models that fail to reflect human decency and avoid hate speech. 
 
In the architecture of AI, a deliberately corrupted drop can spoil the entire well of machine knowledge. An 
October 2025 study by Anthropic, the UK AI Security Institute (AISI), and the Alan Turing Institute, 
found that as few as 250 malicious documents can create “backdoor” vulnerabilities, corrupting AI 
models regardless of their size or clean training data volume.13 In other words, corrupting 1% of 
training data does not taint 1% of model outputs; it poisons the foundational reference points to 
which LLMs repeatedly return for factual validation. Once biased content is embedded in training 
data, it rapidly propagates across interconnected information systems. LLMs reproduce manipulated 
narratives in their outputs, Google surfaces them in search results, and news outlets may cite them as 
authoritative sources. This has a cascading effect, enabling seemingly small-scale manipulations to exert 
outsized influence as AI systems amplify and legitimize biased content without recognizing its origins. 
 
Wikipedia is a key source for both Google searches and the training of major LLMs, including GPT, 
Claude, and Gemini. When AI developers train an LLM on data, the model learns to predict the next word 
in a sequence by analyzing billions of examples. For instance, given “The cat sat on the...”, the model 
learns that “mat” or “chair” are more likely continuations than “refrigerator.” Wikipedia, rife with 
publicly available data, can help render such training cheap and efficient.14 Since early 2024, AI 
companies have dramatically increased automated scraping of the website for AI model training, with the 
Wikimedia Foundation announcing that automated bots use 50% of the site’s bandwidth15 and Wikipedia 
announcing that, to cut down on bots’ traffic, it will produce specific training sets for LLMs.16  
 

 
12 Fighting Online Antisemtism and World Jewish Congress, “Antisemitism on Gab,” March 2025, https://wjc-org-
website.s3.amazonaws.com/horizon/assets/YIQCZYZ0/antisemitism-on-gab.pdf  
13 Alexandra Souly, Javier Rando, Ed Chapman, Xander Davies, Burak Hasircioglu, Ezzeldin Shereen, Carlos 
Mougan, Vasilios Mavroudis, Erik Jones, Chris Hicks, Nicholas Carlini, Yarin Gal, Robert Kirk, arXiv, “Poisoning 
Attacks on LLMs Require a Near-constant Number of Poison Samples,” October 8, 2025, 
https://arxiv.org/pdf/2510.07192  
14 Selena Deckelmann, Wikimedia Foundation, “Wikipedia’s value in the age of generative AI,” July 12, 2023, 
https://wikimediafoundation.org/news/2023/07/12/wikipedias-value-in-the-age-of-generative-ai/  
15 Paul Sawers, Tech Crunch, “AI crawlers cause Wikimedia Commons bandwidth demands to surge 50%,” April 2, 
2025, https://techcrunch.com/2025/04/02/ai-crawlers-cause-wikimedia-commons-bandwidth-demands-to-surge-50/  
16 Jess Weatherbed, The Verge, “Wikipedia is giving AI developers its data to fend off bot scrapers,” April 17, 2025, 
https://www.theverge.com/news/650467/wikipedia-kaggle-partnership-ai-dataset-machine-learning  

https://wjc-org-website.s3.amazonaws.com/horizon/assets/YIQCZYZ0/antisemitism-on-gab.pdf
https://wjc-org-website.s3.amazonaws.com/horizon/assets/YIQCZYZ0/antisemitism-on-gab.pdf
https://arxiv.org/pdf/2510.07192
https://wikimediafoundation.org/news/2023/07/12/wikipedias-value-in-the-age-of-generative-ai/
https://techcrunch.com/2025/04/02/ai-crawlers-cause-wikimedia-commons-bandwidth-demands-to-surge-50/
https://www.theverge.com/news/650467/wikipedia-kaggle-partnership-ai-dataset-machine-learning
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While Wikipedia comprises a small portion of AI model training data, according to the Wikimedia 
Foundation, during AI model training, Wikipedia is almost always weighed more heavily than other data 
sets.17 Post-training, its favored position amplifies exponentially. The Washington Post, in collaboration 
with the Allen Institute, analyzed Google’s C4 data set—Colossal Clean Crawled Corpus, a massive 
dataset of cleaned English web text used to train LLMs including Google’s T5 and Meta’s Llama—and 
found that Wikipedia is often weighed more heavily than other data sets.18 Profound, a company that 
helps brands monitor and influence their presence in AI search engines, analyzed over 30 million citations 
across GPT and found Wikipedia appears in 7.8% of all responses and represents nearly half (47.9%) of 
citations among the platform's top 10 source.19 In sum, Wikipedia has outsized influence in shaping the 
knowledge base and outputs of today’s most ubiquitous AI systems. 
 
But Wikipedia’s open-editing model—and minimal centralized oversight—is uniquely vulnerable to 
organized manipulation. Bad actors exploit the platform through coordinated editing, suppression of 
opposing editors, insertion of biased sources, and manipulation of the website’s consensus-based rules.  
 
Some of this manipulation targets content about Jews and Israel. In March 2025, the ADL exposed a 
coordinated effort by Wikipedia editors to systematically skew the website’s narratives against Israel. 
These editors removed citations to reputable sources and, at the same time, employed synchronized voting 
to preserve anti-Israel content.20 One of the editors successfully removed mention of Hamas’ 1988 charter, 
which calls for the killing of Jews and the destruction of Israel, from Wikipedia’s page on Hamas—six 
weeks after October 7. The same editors seemed to be aligned with the interests of the Iranian 
government, deleting “huge amounts of documented human rights crimes by [Islamic Republic Party] 
officials.”21 
 
Separately, an 8,000-member Discord group called Tech For Palestine (TFP) launched a methodical 
editing campaign, targeting articles about Israel-Palestine. Using typical tech workflows, including ticket 
creation, strategy sessions, and group audio “office hours,” TFP changed over 100 articles. In general, 
anti-Israel groups evade detection by working in small clusters of 2-3 editors at a time, making seemingly 
minor edits that collectively reshape content. Ultimately, their scale is massive: two million edits across 
10,000+ articles, with the groups controlling 90% or more of content in dozens of cases. What appeared 

 
17 Selena Deckelmann, Wikimedia Foundation, “Wikipedia’s value in the age of generative AI,” July 12, 2023, 
https://wikimediafoundation.org/news/2023/07/12/wikipedias-value-in-the-age-of-generative-ai/  
18 Kevin Schaul, Szu Yu Chen and Nitasha Tiku, The Washington Post, “Inside the secret list of websites that make 
AI like ChatGPT sound smart,” April 19, 2025, https://www.washingtonpost.com/technology/interactive/2023/ai-
chatbot-learning/  
19 Nick Lafferty, Profound, “AI Platform Citation Patterns: How ChatGPT, Google AI Overviews, and Perplexity 
Source Information,” June 5, 2025, https://www.tryprofound.com/blog/ai-platform-citation-patterns  
20 Anti-Defamation League, “Editing for Hate: How Anti-Israel and Anti-Jewish Bias Undermines Wikipedia's 
Neutrality,” March 18, 2025, https://www.adl.org/resources/report/editing-hate-how-anti-israel-and-anti-jewish-bias-
undermines-wikipedias-neutrality 
21 Ashley Rindsberg, Pirate Wires, “How Wikipedia’s Pro-Hamas Editors Hijacked the Israel-Palestine Narrative,” 
October 24, 2024, https://www.piratewires.com/p/how-wikipedia-s-pro-hamas-editors-hijacked-the-israel-palestine-
narrative 

https://wikimediafoundation.org/news/2023/07/12/wikipedias-value-in-the-age-of-generative-ai/
https://www.washingtonpost.com/technology/interactive/2023/ai-chatbot-learning/
https://www.washingtonpost.com/technology/interactive/2023/ai-chatbot-learning/
https://www.tryprofound.com/blog/ai-platform-citation-patterns
https://www.adl.org/resources/report/editing-hate-how-anti-israel-and-anti-jewish-bias-undermines-wikipedias-neutrality
https://www.adl.org/resources/report/editing-hate-how-anti-israel-and-anti-jewish-bias-undermines-wikipedias-neutrality
https://www.piratewires.com/p/how-wikipedia-s-pro-hamas-editors-hijacked-the-israel-palestine-narrative
https://www.piratewires.com/p/how-wikipedia-s-pro-hamas-editors-hijacked-the-israel-palestine-narrative
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as individual edits were, in fact, a systematic effort to reframe the entire online landscape of Israel-
Palestine.22 
 
By systematically corrupting Wikipedia—and by extension, AI training data—bad actors are weaponizing 
the open architecture of our digital ecosystem, transforming a crowd-sourced knowledge platform into a 
vehicle for embedding antisemitic propaganda into AI systems. 
 
Extremist Groups: A Growing Threat Vector 
Bad actors are not only spoiling AI training data, but are also leveraging AI tools to evade online content 
moderation, create and disseminate antisemitic propaganda, recruit members, and plan attacks. 
 
Evading Online Content Moderation 
Extremist groups are flooding online content moderation systems by creating thousands of slightly altered 
versions of the same harmful content, each with a slightly different digital fingerprint, rendering standard 
detection methods that rely on matching exact copies largely ineffective.23 
 
Propaganda 
Groups including Al-Qaeda, the Islamic State (ISIS), and Hezbollah employ AI to create more 
sophisticated content. These include AI-generated “target identification packages” containing photos of 
Jewish centers in major cities, including New York, Chicago, Miami, and Detroit and, in the case of 
Hamas’ military wing, the Izz ad-Din al-Qassam Brigades, following October 7, AI-generated images of 
their fighters and Israeli military targets.24 
 
Recruitment 
Beyond propaganda, extremist groups are employing AI to recruit members. In 2023, the Islamic State 
published a tech support guide to securely using AI tools. Terrorist groups have posted “help wanted” ads 
to recruit AI software developers, video producers, and open-source experts.25 ISIS and Al-Qaeda have 
adopted AI voice cloning software to produce western-attuned news programs in Americanized English. 
And extremist groups have begun to employ ‘interactive recruitment,’ wherein AI-powered chatbots 
interact with potential recruits by providing them with tailored information based on their interests and 
beliefs, thereby making the groups’ messages seem more relevant to them.26 
 

 
22 Ashley Rindsberg, Pirate Wires, “How Wikipedia’s Pro-Hamas Editors Hijacked the Israel-Palestine Narrative,” 
October 24, 2024, https://www.piratewires.com/p/how-wikipedia-s-pro-hamas-editors-hijacked-the-israel-palestine-
narrative  
23 Tech Against Terrorism, “Early Terrorist Experimentation with Generative Artificial Intelligence Services,” 
November 2023, 
https://techagainstterrorism.org/hubfs/Tech%20Against%20Terrorism%20Briefing%20%20Early%20terrorist%20ex
perimentation%20with%20generative%20artificial%20intelligence%20services.pdf  
24 Monica Sager, Newsweek, “How ISIS and Al-Qaeda Are Using AI to Target American Jews,” February 7, 2025, 
https://www.newsweek.com/safer-web-antisemitic-jewish-ai-isis-al-qaeda-2026633  
25 Coalition for a Safer Web, “Report: ISIS and Al-Qaeda Deploying New AI Programs to Surge Lone Wolf Attacks 
Against U.S. Jewish Community,” February 3, 2025, https://coalitionsw.org/isis-and-al-qaeda-deploying-new-ai-
programs-to-surge-lone-wolf-attacks-against-u-s-jewish-community/  
26 Monica Sager, Newsweek, “How ISIS and Al-Qaeda Are Using AI to Target American Jews,” February 7, 2025, 
https://www.newsweek.com/safer-web-antisemitic-jewish-ai-isis-al-qaeda-2026633 

https://www.piratewires.com/p/how-wikipedia-s-pro-hamas-editors-hijacked-the-israel-palestine-narrative
https://www.piratewires.com/p/how-wikipedia-s-pro-hamas-editors-hijacked-the-israel-palestine-narrative
https://techagainstterrorism.org/hubfs/Tech%20Against%20Terrorism%20Briefing%20%20Early%20terrorist%20experimentation%20with%20generative%20artificial%20intelligence%20services.pdf
https://techagainstterrorism.org/hubfs/Tech%20Against%20Terrorism%20Briefing%20%20Early%20terrorist%20experimentation%20with%20generative%20artificial%20intelligence%20services.pdf
https://www.newsweek.com/safer-web-antisemitic-jewish-ai-isis-al-qaeda-2026633
https://coalitionsw.org/isis-and-al-qaeda-deploying-new-ai-programs-to-surge-lone-wolf-attacks-against-u-s-jewish-community/
https://coalitionsw.org/isis-and-al-qaeda-deploying-new-ai-programs-to-surge-lone-wolf-attacks-against-u-s-jewish-community/
https://www.newsweek.com/safer-web-antisemitic-jewish-ai-isis-al-qaeda-2026633
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Extremist groups are not merely passive consumers of biased AI outputs, but active exploiters who 
weaponize AI—including to amplify antisemitic messaging with unprecedented reach and 
personalization. 
 
Far-Right Extremist Groups 
Far-right extremist groups have been equally quick to adopt AI technologies. 
 
Far-right extremists use AI to create “GAI-Hate Memes” that combine antisemitic imagery with memetic 
satire.27 On platforms like 4chan, users actively share instructions to employ AI image generation tools to 
create antisemitic depictions, often drawing on traditional antisemitic tropes. And in far-right forums, 
users discuss creating novel AI models, manipulating existing AI systems, and bypassing mainstream AI 
safeguards to generate hateful, harmful content.28 
 
Dedicated channels on messaging platforms share AI-generated neo-Nazi and antisemitic images, and 
distribute guides to “meme warfare” that explain how to use AI to generate antisemitic memes.29 In so 
doing, they seek to democratize the ability to create sophisticated antisemitic content that previously 
required specialized skills. 
 
Their rapid mobilization suggests they are transforming a technological innovation into a weapon for 
mass production and distribution of antisemitic propaganda, fundamentally altering the scale and speed at 
which hate is being created and disseminated. 
 
Conclusion 
AI’s antisemitic biases, as well as bad actors’ purposeful manipulation of their vulnerabilities, are a 
persistent, significant problem requiring immediate, concrete attention. 
 
As AI is becoming increasingly integrated into daily life, the potential impact of AI-generated 
antisemitism is growing. The public’s high trust in AI-generated content, combined with the persuasive 
power of AI systems, is creating a dangerous environment in which antisemitic messaging can—and is—
gaining unwarranted credibility.  
 
This credibility is further deepening as extremists are injecting manipulated content into open-editing 
platforms, especially Wikipedia, to spread and contaminate AI training datasets. Deliberate distortions 
about Jews and Israel thus evolve into perceived truths. Meanwhile, extremists demonstrate both their 
willingness and ability to leverage AI.  

 
27 Louis Dean, Global Network on Extremism & Technology, “AI or Aryan Ideals? A Thematic Content Analysis of 
White Supremacist Engagement with Generative AI,” January 13, 2025, https://gnet-research.org/2025/01/13/ai-or-
aryan-ideals-a-thematic-content-analysis-of-white-supremacist-engagement-with-generative-ai 
28 Will Oremus, The Washington Post, “Bigots use AI to make Nazi Memes of 4chan. Verified users post them on 
X,” December 14, 2023, https://www.washingtonpost.com/technology/2023/12/14/ai-hate-memes-antisemitic-musk-
x  
29 Dr. Liram Koblentz-Stenzler and Uri Klempner, International Institute for Counter-Terrorism, “From Memes to 
Mainstream: How Far-Right Extremists Weaponize AI to Spread Anti-Semitism and Radicalization,” May 2024, 
https://ict.org.il/wp-content/uploads/2024/05/Koblentz-Stenzler_Klempner_From-Memes-to-Mainstream-How-Far-
Right-Extremists-Weaponize-AI-to-Spread-Antisemitism-and-Radicalization_2024_01_05.pdf 

https://gnet-research.org/2025/01/13/ai-or-aryan-ideals-a-thematic-content-analysis-of-white-supremacist-engagement-with-generative-ai
https://gnet-research.org/2025/01/13/ai-or-aryan-ideals-a-thematic-content-analysis-of-white-supremacist-engagement-with-generative-ai
https://www.washingtonpost.com/technology/2023/12/14/ai-hate-memes-antisemitic-musk-x
https://www.washingtonpost.com/technology/2023/12/14/ai-hate-memes-antisemitic-musk-x
https://ict.org.il/wp-content/uploads/2024/05/Koblentz-Stenzler_Klempner_From-Memes-to-Mainstream-How-Far-Right-Extremists-Weaponize-AI-to-Spread-Antisemitism-and-Radicalization_2024_01_05.pdf
https://ict.org.il/wp-content/uploads/2024/05/Koblentz-Stenzler_Klempner_From-Memes-to-Mainstream-How-Far-Right-Extremists-Weaponize-AI-to-Spread-Antisemitism-and-Radicalization_2024_01_05.pdf
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The convergence of technological capability, social trust, and malicious intent is creating substantial 
challenges.  
 
Addressing AI-enabled antisemitism will require understanding it not as an isolated technical problem, 
but as a complex socio-technical issue reflecting deep historical patterns of prejudice and, at the same 
time, novel vectors to amplify and spread it at enormous scale and speed. 
 
The author thanks Cameron Berg at AE Studio for his contributions. The author is reachable at 
julia@americansecurityfund.com.  
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Appendix I: Policy Recommendations 
 
Treat AI Systems as Products, Not Platforms 

▪ Apply existing product liability and consumer protection laws and precedents to AI systems 
o If AI developers knowingly train – or if AI developers knowingly deploy – AI models 

using spoiled training data, hold them accountable for bringing faulty products to market 
and consumers 

 
Expand the STOP HATE Act, Which Currently Focuses on Social Media, to Cover AI Systems 

• Help Representatives Josh Gottheimer (NJ-05) and Don Bacon (NE-02) pass the Stopping 
Terrorists Online Presence and Holding Accountable Tech Entities (STOP HATE) Act 

• Expand the STOP HATE ACT, which currently focuses on social media, to cover AI systems, 
especially LLMs and chatbots 

o Require AI developers to screen training data, including for hate speech, and be 
transparent about their training and fine-tuning of AI models 

 
Call for Federal Trade Commission (FTC) Investigation 

• Call on the FTC to investigate AI’s production and amplification of antisemitic content 
• Call on the FTC to focus foreign interference – an issue FTC Chairman Andrew Ferguson has 

already identified as violating FTC rules 
 
Push for Congressional Investigation 

• House Energy & Commerce Committee investigate AI’s role in spreading antisemitism and use 
findings help build bipartisan support to expand the STOP HATE Act to cover AI, especially 
LLMs and chatbots 


